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Abstract. Many kinds of digital devices can easily take motion images
such as digital video cameras or camera-equipped cellular phones. If an
image is taken with such devices under everyday situations, the reso-
lution is not always high; moreover, hand vibration can cause blurring,
making accurate recognition of characters from such poor images diffi-
cult. This paper presents a new character recognition algorithm for very
low-resolution video data. The proposed method uses multi-frame images
to integrate information from each image based on a subspace method.
Experimental results using a DV camera and a phone camera show that
our method improves recognition accuracy.

1 Introduction

Recently, opportunities for taking videos with such portable equipments as digi-
tal video cameras (DV camera) or camera-equipped cellular phones (phone cam-
era) continue to increase. If a system could automatically recognize the char-
acters from such video data, it could become a key piece of technology for the
next generation of human-machine interfaces. For example, in the future, we
will easily be able to scan and input URLs from magazines by phone cameras or
send text by e-mail by recognizing characters from the images of captured notes.
Many character recognition methods have already been proposed[1]. However,
such methods generally assume that the image quality of characters is quite high.
On the other hand, the quality of characters captured by portable digital cam-
eras is often not sufficient to apply these methods; the image of the characters
might be too small when a full document is captured in a single shot. Moreover,
hand movement or poor lens quality might blur the image. It is difficult to rec-
ognize such low-quality characters from a single image. Eims et al.[9] proposed a
method to recognize low-quality images from a image scanner, but this method
is not sufficient in our case when the resolution of a single image is not enough.
When we capture a character on video, we obtain a variety of character images
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as a sequence of motion images. If we properly use such information, recogni-
tion of very low-resolution characters may become possible, even if we cannot
recognize them from a single image.

In this paper, we propose a method that recognizes characters from poor
quality video images. Cheeseman et al.[2] generated an image with higher reso-
lution from multi-frame low-resolution images. Thus restoration of low-resolution
images is one solution[10]. On the other hand, we take information directly from
multi-frame images at the recognition step and integrate that information with
a subspace method[3,4,5,6,7]. We generate subspaces that approximate a set of
a large number of training images and compute the degree of similarity of the
subspace. Finally, we use the multi-frame images input for recognition.

The proposed method consists of the following three parts: gathering train-
ing data, constructing subspaces, and recognizing characters from input images.
In the training step, our method uses many variations of characters that are
segmented from sequences of videos at various resolutions. The recognition step
does not need to estimate camera movements to recognize a character, unlike a
previously proposed method by Sawaguchi et al.[8].

We describe the characteristics of the characters in the video data in sec-
tion 2, propose the algorithm in section 3, and show the experimental results in
section 4.

2 Characters in Video Data

2.1 Portable Digital Cameras

Figure 1(c) shows a typical example of a character captured by a portable digital
camera that is obviously difficult to recognize from the single image shown. When
we photograph a full document with a common portable camera, as shown in
(Fig.1 (a)), each character is in low-resolution. Our aim is to recognize such poor
quality characters as shown in Fig.1(c) by using the information from multi-
frame images.

2.2 Characteristics of Videodata

When we take a video using a portable handy camera, hand movement slightly
shifts and rotates the camera, making it difficult to fix the camera position diffi-
cult. Therefore, a large variation generally exists in a sequence of video images,
even for the same character. If we can properly integrate the information from
these images, recognition of a very low-resolution character may become possible,
even if we cannot recognize it from a single image. Figure 2 shows character “A”
obtained from two frames captured by a digital video camera. Typical character
recognition algorithms might not be able to recognize these characters from a
single image. However, the subtle difference between these two images provides
a clue to improving the recognition accuracy.
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Fig. 1. Taking document image with a phone camera. (a): Taking an image with a
phone camera. (b): Captured document image. (c): Segmented image of character “a”.

Fig. 2. Changes in pixel values due to hand motion.

3 Recognition of Characters from Motion Images

The proposed method consists of the following three parts: gathering training
data, constructing subspaces, and recognizing characters from input images. We
used character images captured by a portable camera as training data that helps
achieve a high recognition rate and includes various cases of characters to be
recognized. Eigenvectors were computed from the training data to be used to
recognize input characters.

Training data and input data were generated from character images cap-
tured by a portable camera. We printed characters on a sheet with a fixed print
pitch and segmented each character by this pitch information. The size of the
segmented characters was normalized for use as training data and input data.

3.1 Creating Training Data

The target characters for recognition are:

– Printed characters.
– Upper and lower cases of the alphabet and the Arabic numerals.
– Characters whose images are bigger than 6 × 6 pixels.

The training data consisted of printed characters captured by a portable cam-
era. We used multi-frame images from a sequence of motion images for training
data because they contain many variations of the same character. Since the size
of characters was unknown beforehand, we prepared training data captured at
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Fig. 3. Excerpt from the training data “A”.

Fig. 4. Picturized eigenvector of “A”. (a): the first eigenvector. (b): the second eigen-
vector. (c): the third eigenvector.

various resolutions by changing the distance between the camera and the sheet.
Figure 3 is an excerpt from the training data.

3.2 Construction of the Subspace from the Training Data

First, our method found the orthogonal bases of the training data for each cate-
gory. Each i-th learning data image was converted to a unit vector whose average
was 0 (normalization). The normalized vector is represented by

xi = [x1, x2, · · · , xN ]T ,

where N is the number of pixels. Next, matrix X is defined as

X = [x1,x2, · · · ,xk],

where k is the amount of learning data for this category. Then, we calculated an
autocorrelation matrix Q for the category using matrix X:

Q = XXT .

We constructed the subspace for each category using R eigenvectors that cor-
responded to the largest R eigenvalues. A set of eigenvectors was represented
by,

{e
(c)
1 , e

(c)
2 , · · · , e(c)

R },

Figure 4 shows an example of eigenvectors that were computed and picturized
implying that the blurred characters at several resolutions are included.
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Fig. 5. Advantage of multi-frame input. This figure shows input multi-frame samples
projected in subspace.

Fig. 6. Set of target characters (Font: Century).

3.3 Recognition

Each character is segmented from an input video and normalized. Each character
was segmented from an input video and normalized. A set of vectors for the
character was constructed from multi-frame images and represented by

{a1,a2, · · · ,aM},

where M is the number of input frames. The similarity between category c and
the input images is defined as

L(c)(a) =
1
M

M∑

m=1

R∑

r=1

(am, e(c)
r )2

where (x,y) denotes an inner product. Then the category of input images was
determined to maximize the above equation. If one sample is input which was
closer to an incorrect class than a correct class, integration of multi-frame sam-
ples should enable correct category output (see Fig. 5).

4 Experiments

We verified the capability of this method experimentally by capturing a sequence
of printed characters with either a portable digital camera or a phone camera.
An alphanumeric “Century” font was used in the experiments on a total of
characters in 62 categories, as shown in Fig. 6.
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4.1 Recognition Rate Versus Number of Input Frames

To verify the performance of our method when applied to very low-resolution
characters, we evaluated recognition rates by changing the number of frames and
the size of characters. The data used for this experiment are as follows:

Training Data

– Captured with a DV camera.
– Character size controlled by changing the distance between the camera and

the sheet on which the characters were printed.
• Distance: less than 70cm.
• Average character size : 16 × 16, 11 × 11, 8 × 8, 7 × 7, or 6 × 6 pixels.

– Multi-frames of each character for a total of 50 frames per character.

Dictionary Data

– Ten eigenvectors that corresponded to the ten largest eigenvalues.

Test Data

– Captured with the same DV camera
– Different from the training data.
– Two test sample sets for character size controlled by changing the distance

between the camera and a sheet.
• small: 70cm (approximately 6 × 6 pixels).
• medium: 60cm (approximately 7 × 7 pixels).

– Number of input samples: 30 sets for each character for a total of 1,860 sets.

The results are shown in Fig. 7. Recognition rates increased as the number
of input frames increased until reaching a saturation point at around 15 frames.
In the medium size, the recognition rate almost reached 100%, indicating that
our method improves recognition accuracy by inputting multi-frame images.

4.2 Lighting Conditions Versus Recognition Rate

Since changes in light conditions are a serious problem for most computer vision
systems, we checked the relationship between light conditions and recognition
rate.

Training data were captured in “bright” light conditions. The remaining con-
ditions of the training data and the dictionary data are identical to Section 4.1.

Test Data

– Captured with a DV camera.
– Character size: small.
– Lighting conditions: “bright”, “middle”, or “dark”.
– Number of frames: 20.
– Number of input samples: 30 sets for each character for a total of 1,860.

The results in Table 1 show that our method is generally independent of light
conditions. We also found that normalization (in Section 3.2) was effective.
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Fig. 7. Recognition rate vs. number of input frames.

Table 1. Recognition rates for change in light conditions. The character size is small.

Light condition Recognition rate(%)
bright 88.1
middle 82.8
dark 85.4

4.3 Using Different Types of Cameras

For a character recognition system to be practical for use, its algorithm must
be applicable to any type of camera. Therefore, we tried using image sequences
taken by a phone camera in addition to the previous experiment. The image
quality of this camera was worse than the DV camera used in the training stage.
The specifications of this phone camera and test samples are as follows:

– Actual number of pixels of the CCD: 0.31 mega pixels.
– Captured image size: 164 × 220 pixels.
– Frame rate: 7.5 fps.
– Character size: medium.
– Distance between the camera and the printed sheet: approximately 20cm.
– Number of frames: 20.
– Number of input samples: 30 sets for each character for a total of 1,860 sets.

In the experimental results, the 92.0% recognition rate when using a phone
camera is slightly lower than the 99.9% when using a DV camera because the
image quality of the phone camera is inferior to the DV camera. The dictionary
data for both cases were constructed from the data captured by a DV camera.

5 Conclusion

In this paper, we proposed a new framework based on a subspace method for
recognizing low-quality, especially low-resolution, characters. We used various
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resolutions of image sequences to construct the subspace in the training step.
Experimental results show that a recognition rate of 99.9% is obtained for low-
resolution alphanumeric characters about 7×7 pixels in size. Our method per-
forms well even when devices or light conditions are changed. We conclude that
our method is useful in recognizing very low-resolution characters captured by
a portable digital camera. Although slight shift and rotation of camera are ab-
sorbed in the training data set, the method can not cope with a large tilt or
rotation.

Future work includes adding such figures as Japanese characters and different
fonts. When we recognize a character from document images, it is difficult to
segment characters from low-resolution sentence images. Since we used printed,
pre-segmented character images in this research, in the future we must apply
this algorithm to words and sentences and explore the ramifications.
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