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We propose a recognition method of camera-captured characters using motion-blur 
parameters. One of the most challenging problems in recognizing characters with hand-
held cameras is motion-blur effect. In order to cope with this problem, a generation-
based learning method is introduced in the training step to simulate blurred images. In 
the recognition step, motion-blur parameters are estimated and used for the matching to 
the artificial blurred images. We have experimentally proved that the effective use of 
the parameters improves the recognition accuracy of camera-captured characters. 

 

Introduction 

Camera-based character recognition has 
gained attention with the growing use of 
camera-equipped portable devices [1]. 
However, even with the improvement of the 
devices, the quality of captured images is still 
not sufficient for recognizing characters in 
many practical cases. One of the main 
approaches to cope with such degradation is 
image restoration. Various attempts have been 
made for image restoration [2, 3]. In practical 
applications, however, restoring an image is 
not always effective for character recognition 
because small characters are difficult to de-
blur. This paper proposes a recognition 
method that does not need any restoration. It 
instead, copes with the degradations by 
learning artificially degraded images and using 
estimated motion-blur parameters. 

Figure 1 illustrates the flow of the 
proposed method. The training step is based on 
the generative learning method [4, 5], where 
training data undergoing various speeds and 
orientations of motion blur are generated. The 
recognition method consists of two steps. The 
first employs the subspace method [6]. 
However, the subspace method constructs a 
single subspace from the training data with 
various speeds and orientations of blur, which 
often yields the misclassification among 
structurally similar characters. The eigenspace 
method [7] can be more effective for such 

characters, since the similarity to each training 
datum is evaluated. A reclassification based on 
the eigenspace method is then introduced as 
the second step to improve the recognition 
accuracy of such characters. This second step 
reclassifies characters by effective use of the 
motion blur. For this purpose, motion-blur 
parameters are estimated from camera motion; 
the similarity between the characters and 
training data simulated with the motion-blur 
parameters is evaluated in the recognition step. 
 

 
Fig. 1. Flow of proposed method. 

 

Motion-blur model 

A motion-blurred image ),( yxg  is generated 
from an original image ),( yxf  from a blur 
extent parameter b  and a blur angle parameter 
θ  as, 
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This operation can also be simplified in the 
form of a convolution with a motion-blur PSF 

).,(),( yxh b θ  The two-dimensional Fourier 
transformation is used to separate the blur 
component from the term ),( yxf  as, 
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with ),(),( yxh b θ obtained by inverting 

).,(),( vuH b θ  Consequently, Eq. (1) is 
represented as 
 

),(),(),( ),( yxhyxfyxg b θ∗= . (3) 
 
Figure 2 shows an example of ),(),( yxh b θ . 
 

                
(a) ),(),( vuH b θ             (b) ),(),( yxh b θ  

Fig. 2. Example of motion-blur PSF ( 4/,5 πθ ==b ). 

Generation of training data 

The generative learning method [4, 5] is used 
to generate synthetic degraded patterns by 
simulating actual degradation. Various training 
data are generated from original character 
images by applying motion-blur PSF 

).,(),( yxh b θ  Examples of the generated training 
data are shown with corresponding parameters 
in Fig. 3. 
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Fig. 3 Examples of generated images for category “A”. 

First step of the recognition  
(Subspace method) 

The first step of the recognition is based on the 
subspace method [6]. In the training step, a 
subspace is constructed from generated 

training data for each category. The 
constructed subspaces have ability to classify 
low-quality characters robustly, except for 
some structurally similar categories.  
[Training step] Let )(

),(
c
b θx  be a vector 

constructed from the pixel values of category 
c’s image generated with parameters b  and θ . 
An auto-correlation matrix )(

1
cQ  is calculated 

as, 
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The eigenvalues and corresponding 
eigenvectors of this matrix )(

1
cQ  are then 

calculated. Examples of the eigenvectors are 
illustrated in Fig. 4. 
 

          
Fig. 4 Top four eigenvectors of  category “A”. 

 
[Recognition step] Using the constructed 
subspaces }{ )()(

1
c

R
c ee L , a given image z  is 

classified to 1c  as, 
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Second step of the recognition  
(Eigenspace method) 

The recognition results obtained in the first 
step tend to involve misclassification within 
certain groups of structurally similar 
categories. The second step attempts to 
reclassify such dubious results to the correct 
category using the eigenspace method [7]. The 
blur parameters estimated from camera motion 
are used for the matching of characters in this 
step. This attempt is grounded on the idea that 
the blur parameters should supply 
supplementary information for differentiating 
structurally similar categories. 
[Training step] For each category g, 
characters that are frequently misclassified to 
category g are grouped and described as )( gG . 
Such groups can be organized by applying the 
first step of recognition to a certain amount of 
samples. Let ρ(g|c) denote the rate at which a 



character in category c is classified to category 
g  in the first step. The category c is grouped if 
ρ(g|c) ≥  τ, where τ is a grouping threshold; 
and of course, g itself also needs to be a 
member of )( gG . In brief, )( gG  is organized as, 
 

}{})|(|{)( gcgcg ∩≥= τρG . (7) 
 
An eigenspace used for this second step of 
recognition is constructed in each group. 
Similar to the step in which the subspaces 
were constructed, an auto-correlation matrix 

)(
2

gQ  of group g is calculated as 
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The eigenvalues and corresponding 
eigenvectors of this matrix )(

2
gQ  are then 

calculated. Examples of the eigenvectors are 
illustrated in Fig. 5. 
 

          
Fig. 5  Top four eigenvectors of  group )(hG ={“b”, “h”}. 
 
[Recognition step]  Given that a recognition 
result from the first step is g, if g is grouped, 
we dismiss the results from the first step once 
and compute the final result as described 
below. 
 As for blur information, a blur 
extension parameter b̂  and a blur angle 
parameter θ̂  are estimated from camera 
motion as 
 

22 )()(ˆ yxb Δ+Δ=   and (11) 

( )xy ΔΔ= −1tanθ̂ , (12) 
 
where xΔ  and yΔ  are estimated from the 
motion vector of the target characters. 
 The given image z  is projected onto 
the eigenspace ][ )()(

1
g

R
g ee L  of group )( gG  and 

then classified as illustrated in Fig. 6 by 
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Here B in Fig. 6 is equivalent to the parameter 
range in Eq. (13). The classification is based 
on the nearest neighbor rule. 
 

 
Fig. 6  Eigenpoints used for the classification are 

selected using estimated blur parameters. 

Experiment 

We evaluated the effectiveness of the proposed 
method with a digital camera (Panasonic 
DMC-FX9) that provides the ability to record 
video with a spatial resolution of 640×480 
pixels and 30 frames per second. As test data, 
62 characters (A-Z, a-z, 0-9: Century font) 
printed on a paper were captured. The distance 
to the paper was 30 cm, and the focal length of 
the camera was 5.8 cm; the average character 
size in the captured images was 11×11 pixels. 
The segmented area for each character was the 
minimum square that includes the whole 
character. 
 For the training, the blur extent 
parameter was changed by 11 steps 

)20...,,2,0( =b , and the blur angle parameter 
by 12 steps ).12/11...,,12/,0( ππθ =  The 
original images were also in Century font. The 
size of the generated training data was 32×32 
pixels. The number of eigenvectors was 
determined such that the cumulative 
contribution was over 95%. Next, the groups 
used for the reclassification were organized 
using some samples. As the recognition 
samples for the grouping, 300 image 
sequences composed of 10 successive frames 
each were taken in the same way as the test 
data. Table 1 shows the constructed groups 
under several grouping thresholds τ.  



Table 1. Groups ( g: )( gG ) within which 
characters are reclassified. 

τ = 0.01 τ = 0.02 τ = 0.05 
L:{L, t}  O:{O, o} 
R:{F, R}  S:{S, 8} 
V:{V, v}  h:{b, h} 
W: {W, w} 
l: {I, i, j, l, 1} 
1: {i, 1} 

S: {S, 8} 
V: {V, v} 
W:{W, w} 
h: {b, h} 
l:{I, i, l, 1} 
1: {i, 1} 

V: {V, v} 
W:{W, w} 
h: {b, h} 
l: {I, i, l, 1} 
 

 
 For testing, two photographic 
conditions were set for this experiment. Image 
sequences for the test data were taken under: 
 
Condition A : Camera held as still as possible. 
Condition B : Camera held by vibrating hand. 
 
We used image sequences composed of ten 
successive frames for the tests. The number of 
the image sequences for Conditions A and B 
were 1,736 and 503, respectively. The image 
sequences were taken by six persons. The 
distribution of the estimated blur extent 
parameter b̂  is given in Fig. 7, where we can 
see that b̂  was not always zero even under 
Condition A. The parameters in Eq. (13) were 
set as )12/,5(),( πθ =ΔΔb . 
 

 
Fig. 7  Distribution of estimated blur extent b̂  by two 

photographic conditions. 
 
Recognition results under various grouping 
thresholds τ are presented in Fig. 7. The 
proposed method was compared also with the 
subspace method without reclassification. The 
results from both conditions indicate that the 
second step of the proposed method 
successfully reclassified some characters 
which were not correctly classified by the 
subspace method. On the other hand, grouping 
too many characters (τ = 0.01) was not 
effective. The determination of the optimum 
value of τ should be discussed in future work. 
 

 
Fig. 7  Recognition rates under conditions A and B. 

 

Conclusion 

In this paper, we proposed a method for 
improving the recognition accuracy of camera-
captured characters using motion-blur 
parameters. It was experimentally proved that 
the effective use of them can reduce 
classification errors. Evaluating the method’s 
effectiveness under various conditions is a 
future work. 
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