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Detection of distant eye-contact
using spatio-temporal pedestrian skeletons

Ryusei Hata1, Daisuke Deguchi1, Takatsugu Hirayama1, Yasutomo Kawanishi1,2, and Hiroshi Murase1

Abstract— Eye contact is an important factor in determining
whether a pedestrian is aware of a vehicle. Most conventional
eye contact detection methods rely on direct eye-gaze estimation
based on eye measurements. This approach is difficult with dis-
tant pedestrians, especially in road environments. In contrast,
the presence or absence of eye contact from a pedestrian can
be determined based on information on their whole body and
movement, such as their facial orientation, posture, and turn. In
this study, we propose a method to detect eye contact from even
distant pedestrians whose direction of gaze would be difficult
to measure. The method captures the relationship between face
and body information and its changes over time using spatio-
temporal skeleton graph convolution. In an experiment using in-
vehicle camera images, an accuracy of 88.6% was achieved. The
results demonstrate the effectiveness of the proposed approach.

I. INTRODUCTION
To prevent hazards and collisions while driving a vehicle,

determining whether pedestrians are aware of its presence is
important. Whether pedestrians direct their gaze at the vehi-
cle, that is, whether they establish eye contact, is among the
most important factors in determining whether they recog-
nize the presence of a vehicle. Hence, to enable autonomous
driving applications, the development of a technology that
can accurately recognize the presence or absence of eye
contact from pedestrians is expected. Such methods would
provide a foundation for applications such as more detailed
prediction of pedestrian behavior and situation-aware route
planning.

Thus far, a great deal of research has been conducted
on gaze estimation, a task closely related to eye contact
detection. Most of the previous works on gaze estimation
used face images taken close to a person’s eyes as input
and directly estimated their gaze based on eye measurements
and appearance around the eyes [1]–[6]. Therefore, cameras
must be located very close to the target person, and gaze
estimation using these methods is not possible for pedestrians
with distances from a road vehicle that would be consistent
with normal traffic situations. Therefore, a method that does
not rely on eye-gaze estimation is necessary to detect eye
contact from distant pedestrians because resolution degrades
according to distance.

In contrast, considering common driving situations, it
may be noted that most drivers naturally consider temporal
changes in face orientation and posture to determine whether
a pedestrian is aware of the moving vehicle. Based on these
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Fig. 1. Example images of pedestrians with a similar face orientation

findings, we aim to detect eye contact even for distant pedes-
trians for whom direct eye contact estimation is difficult.

For example, let us consider the presence or absence of
eye contact from a pedestrian at the time indicated by the
red frame in Fig. 1. Face orientation is an important factor in
identifying eye contact from a distant pedestrian. However,
as illustrated in Fig. 1(i) and (ii), the presence or absence
of eye contact may differ, even when the face orientations
are similar. Considering body posture, we may note that the
face and body of the person in Fig. 1(i) are oriented in the
same direction, whereas the person in (ii) has adopted a
posture that gradually turns towards the camera along with
his height, i.e., he is in a ”twisted” state. Hence, we can infer
that the person in (i) is not looking at the camera, and that the
person in (ii) is. Furthermore, considering not only the frame
shown in the red frame, but also the frames before it, we can
see the movement of the person as they turn around. These
movements would clarify whether the person is looking at the
camera at the time of the red frame. That is, the presence or
absence of eye contact can be estimated by considering face
direction, body posture, and body movements in a complex
manner.

In this study, face orientation, body posture, and their
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movements are considered in terms of a sequence of skele-
tons. This feature is robust to differences in human ap-
pearance and has been widely used in research on action
recognition. In particular, graph convolution, which connects
keypoints of the sequence of skeletons as a graph structure,
has attracted attention in recent years [8], [9]. This method is
capable of recognizing complex motions because it considers
not only the features of individual joint coordinates but
also the spatial relations between connected joints and their
temporal relations over frames.

Based on the above, we propose an eye contact detection
method that captures characteristic temporal changes in the
face and body using a sequence of skeletons represented by
a graph structure. The two contributions of this paper are
summarized as follows.

1) By representing face orientation, body posture, and
their movements as a sequence of skeletons, the pro-
posed method detects the eye contact of distant pedes-
trians whose direction of gaze cannot be measured
directly with high accuracy.

2) We have clarified the effectiveness of graph convolu-
tion and the effect of keypoints (human joints) on eye
contact detection using a sequence of skeletons.

II. RELATED WORK

A. Gaze estimation and eye contact detection using appear-
ance features around the eyes

The task of gaze estimation is related that of eye contact
detection, and has been studied in various ways. As an ex-
ample, researches on gaze estimation by directly measuring
the eyeball have been conducted [1]–[3]. These methods use
pupil centre corneal reflection (PCCR), which combines an
infrared light illuminator and an infrared camera, and are
capable of highly accurate gaze estimation. However, there
are some problems in practical applications, such as the
need for special equipment as noted above. They must also
be pre-calibrated, because infrared reflection is affected by
individual differences.

In contrast, Baltrusaitis et al. proposed OpenFace, which
detects facial landmarks in visible-light images to estimate
gaze [4]. Although this method can estimate gaze from
images only, it requires accurate detection of landmarks
around both eyes and is limited by the orientation of the
face and by distance.

In addition, Smith et al. proposed a method to estimate
the presence of eye contact based on the appearance of the
eyes [5]. By reducing the resolution of images taken from
a distance of 2m, this method achieved high estimation
results, even at a resolution equivalent to 18m. However,
this approach has not been validated using actual images of
people captured at a distance of 18m. In addition, the dataset
was collected under the condition that the head position
was fixed on the apparatus, the face orientation was −30◦

in the yaw direction, and the pitch direction was constant,
so it remains unclear whether the system would be able to
handle sideways or backward-facing faces. In addition, the

background of the images was plain, which presents another
limitation.

Zhang et al. proposed a method for direct eye contact de-
tection from human face images using CNNs [6]. However,
in the training phase, they used facial landmarks obtained
from OpenFace, and the training images were limited to
those with clear facial landmarks. Therefore, the performance
of the system may be expected to degrade for distant
pedestrians with low resolution. In addition, face detection
is required during the estimation phase.

As described above, most conventional methods have the
following limitations: they require high-resolution images
captured at close range, they have limitations on the image
capture environment, and they require calibration for each
subject and situation.

In contrast, in the present work, we consider a situation
in which the face direction and posture of a pedestrian in
the distance change over time, and some pedestrians may
face away from the camera. The conventional methods are
difficult to apply to these situations. In this study, we propose
a novel method to detect eye contact with high accuracy
even for distant pedestrians whose direction of gaze cannot
be clearly observed in an unconstrained road environment.

B. Eye contact detection using human joints

Belkada et al. proposed a method to detect eye contact us-
ing a skeleton [7]. This method achieved highly accurate eye
contact detection for distant pedestrians in an unconstrained
environment. However, the method takes the coordinates
of skeleton joints as input to a fully connected neural
network, and does not explicitly consider joint relationships.
In addition, because the method uses only a single frame,
the motion information of the pedestrians is not considered.
In contrast, the proposed method detects eye contact using a
sequence of skeletons that considers the spatial and temporal
connectivity of joints. The proposed method achieves highly
accurate eye contact detection by considering the motion of
the pedestrian in addition to the connection relations between
their joints.

C. Action recognition using spatio-temporal skeleton graph
convolution

In recent years, various action recognition methods based
on spatio-temporal skeleton graph convolution have been
proposed. ST-GCN [8] and its extended version of MS-
G3D [9] are representative methods.

ST-GCN captures spatial features by performing graph
convolution between keypoints on each frame, and captures
temporal features by performing 1D-Conv of each keypoint
in the temporal direction (Fig. 2 (a)).

In contrast, Liu et al. proposed G3D (Fig. 2(b)) that is a
spatio-temporal skeleton graph convolution method connect-
ing joints not only within but also between frames. While
ST-GCN considers spatial and temporal elements separately,
G3D can more directly capture the relationship between a
joint and other joints at different times.
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Fig. 2. Example methods for graph convolution of a sequence of skeletons

Furthermore, Liu et al. extended G3D and proposed MS-
G3D, which creates spatial graphs for each hop number from
the keypoint of interest to perform multi-scale convolution.
Thus, keypoints that are structurally distant from each other
but have important meanings in recognition are connected
(Fig. 2(c)). With its multi-scale receptive fields across both
temporal and spatial dimensions, MS-G3D achieves high
accuracy in the field of action recognition.

These methods realize action recognition that considers
not only the spatial structure of the skeleton but also its
temporal changes, i.e., motion.

III. METHOD

A. Outline

In this paper, we propose a method to detect the eye
contact of a pedestrian by using a spatio-temporal skeleton
graph convolution with keypoints (human joints) of each
frame.

Fig. 3 is a sequence of skeletons of the pedestrian image
series in Fig. 1. The blue color represents the keypoints, the
solid red line represents the spatial connections between the
keypoints, and the dashed green line represents the temporal
correspondence between the same keypoints (the connection
of the left ear and left shoulder is shown here as an example).
Comparing the keypoints at the timing of the red boxes in
Fig. 3(i) and (ii), it may be observed that the positional
relationships of the keypoints from the neck upwards was
similar. In contrast, the keypoints of the body below the
neck differ significantly, and it may be observed that the
face and body of the person in (i) are turned in the same
direction, whereas the posture of the person in (ii) gradually
turns toward the camera from the feet to face, i.e., the
body posture is in a ”twisted” state. Thus, we can see that
the face orientation and body posture of the pedestrian are
sufficiently represented by keypoints. In addition, if we focus
on the frames before the timing of the red frame, we can
also observe the movements of a pedestrian’s body, such
as turning and twisting, by changing the coordinate of each
keypoint. Based on these features of a sequence of skeletons
of the pedestrian, the proposed method detects eye contact,

considering the facial orientation, body posture, and motion
of the pedestrian.

The features of each keypoint are obtained using the
posture estimator described below and are represented by
3D feature vectors with x − y coordinates and estimated
confidence c, respectively. However, simply using the feature
values of these keypoints does not allow us to explicitly
consider the spatial connectivity between them (solid red
line in Fig. 3) and temporal correspondence between the
same keypoints (dashed green line in Fig. 3). Therefore, in
the proposed method, these connection relations are repre-
sented using a graph structure inspired by the researches
on action recognition [8], [9]. Specifically, we represent
spatio-temporal skeleton graph using an adjacency matrix
that represents the spatial and temporal connectivity of
keypoints extracted from each frame. A graph convolution is
performed on a sequence of skeletons represented as a graph
to account for the spatio-temporal relationship of keypoints.
This enables us to detect eye contact from a pedestrian more
strongly by capturing their face direction, body posture, and
motion compared with the simple use of 3D keypoints.

B. Representation of spatio-temporal skeleton graph convo-
lution

The set of keypoints extracted from T frames is repre-
sented as

χ = {xt,n ∈ R3 | t, n ∈ Z, 1 ≤ t ≤ T, 1 ≤ n ≤ N}. (1)

The spatio-temporal skeleton graph is represented by using
the adjacency matrix A ∈ A(T×N)×(T×N), where N is the
number of keypoints of the human skeleton in each frame.
The set of keypoints χ and the spatial connectivity of the
adjacency matrix A corresponds to the representation of
the “skeleton” on a frame-by-frame basis, and the temporal
connectivity of A results in the representation of “a sequence
of skeletons”. In addition, χ can be represented by the tensor
X ∈ RT×N×3, where xt,n = Xt,n is a 3-dimensional feature
vector.

A spatio-temporal skeleton graph convolution is performed
by a neural network fp that uses the keypoint set X and adja-
cency matrix A to represent a graph of keypoints connected
over T frames, as shown in Fig. 2. The spatio-temporal
skeleton graph convolution is represented by the following
equation using the weight parameter θ.

xp = fp(X,A, θ) (2)

This converts the sequence of skeleton graphs into a feature
xp, which considers the spatial connectivity between joints
and the temporal relationship between frames. The obtained
xp is used to classify images into the presence and absence
of eye contact for the T -th frame.

C. Processing steps

Fig. 4 shows the process steps of the proposed method.
1) Perform the pedestrian detection on the image se-

quence consisting of T frames captured by the in-
vehicle camera (hereinafter referred to as the in-vehicle
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Fig. 4. Processing steps of the proposed method

camera image sequence) and obtain the pedestrian area
image (hereinafter referred to as the pedestrian image).

2) Perform the skeletal estimation on each of the pedes-
trian images and obtain 2D skeletal information (2D
coordinates of each keypoint and their confidence
levels).

3) Perform the spatio-temporal skeleton graph convolu-
tion as explained in III-B to obtain the feature value
xp.

4) Input the feature value xp to the eye contact classifier
to obtain the determined result of the presence or
absence of eye contact for the T -th frame.

The details of each process and its implementation are
described below.

D. Pedestrian detection
A pedestrian detector is used to detect the pedestrian area

for each image in the in-vehicle camera image series.

E. Extraction of keypoint features
Using a skeletal estimator, we obtain keypoint features

(C-dimensional feature vectors) for N keypoints from each

pedestrian image. In this work, we used 25 keypoints, as
shown in Fig. 5. The feature value of keypoint n at time t is
then obtained as a 3D feature vector (x̃t,n, ỹt,n, c̃t,n), whose
elements are the x- and y-coordinates in sub-pixel units with
the origin at the upper-left corner of the pedestrian image and
the confidence level c of its estimation. Here, N = 25 and
C = 3 dimensions. c̃t,n is a real number in the range [0, 1].
If c̃t,n = 0, it is assumed that no keypoint was detected and
the values of x̃t,n and ỹt,n are both zero (missing keypoints).
Then, the feature vectors of all the keypoints are combined,
and p̃t = (x̃t,0, ỹt,0, c̃t,0, ...x̃t,24, ỹt,24, c̃t,24) is obtained as a
75-dimensional feature vector.

In this case, because the scale of the coordinate informa-
tion of p̃t differs for each skeletal graph, it is normalized so
that the sitting height L of the person in the image is aligned
among the persons. The sitting height is defined as

L =
√
(x̃t,12 − x̃t,5)2 + (ỹt,12 − ỹt,5)2. (3)

and the keypoint n is normalized using the following equa-
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Fig. 5. Keypoints used in this study

tions.

x̂t,n =

{
x̃t,n−x̃t,12

L (c̃t,n > 0)

0 (c̃t,n = 0),
(4)

ŷt,n =

{
ỹt,n−ỹt,12

L (c̃t,n > 0)

0 (c̃t,n = 0),
(5)

ĉt,n =
c̃t,n − 0.5

0.5
= 2c̃t,n − 1. (6)

The resulting normalized features are denoted by p̂t, and
the set of features extracted from T frames is denoted by
p̂ = {p̂t|t ∈ T}.

F. Spatio-temporal skeleton graph convolution

MS-G3D (Fig. 2(c)) was used as fp of the neural network
for spatio-temporal skeleton graph convolution. Specifically,
p̂ obtained in III-E is input to fp, and then the feature xp =
fp(p̂, θ) is calculated.

G. Eye contact determination

The feature value xp obtained in Section III-F is used in
the eye contact classifier, which identifies the two classes
with and without eye contact in the last frame of the input
of a sequence of skeletons and produces the final output.
The eye contact classifier consists of a single-layer, fully
connected neural network.

IV. EXPERIMENTS

A. Dataset

In this experiment, the Pedestrian Intention Estimation
dataset (hereafter referred to as the PIE dataset) [12] was
used as a source of in-vehicle camera images. The PIE
dataset contains 1,842 pedestrians in total, and it includes
information such as pedestrian ID, whether the pedestrian is
looking at the camera, bounding rectangles, and degrees of
obstruction. In this experiment, the annotation of whether the
pedestrian is looking at the camera was used as the ground
truth for the presence or absence of eye contact. We used the
rectangular information in the PIE dataset as the pedestrian

TABLE I
BREAKDOWN OF EXPERIMENTAL DATA

Type of data Number of data

Train 21,924
Validation 2,126
Test 12,546

TABLE II
COMPARISON WITH THE CASE WITHOUT THE GRAPH (AVERAGE

ACCURACY OF 5 TRIALS)

Method Usage model 1 frame 10 frames

Comparison method [7] FCN 85.5% 87.8%
Proposed method MS-G3D 86.5% 88.6%

detection result instead of the output of a pedestrian detection
process. BODY 25 model of OpenPose [11] was used as the
skeletal estimator. To simplify the problem, only pedestrian
images that satisfied the following conditions were used for
the evaluation.

1) Less than 25% of pedestrians were occluded
2) The vertical size of the cropped pedestrian image was

greater than 150 pixels
3) The rectangle of the cropped pedestrian image did not

exceed the frame of the original in-vehicle camera
image (1, 920× 1, 080)

In addition, we extracted pedestrian images for the experi-
ment to ensure that the number of data with and without eye
contact would be equal. Details of the dataset are shown in
Table I.

B. Evaluating the effectiveness of using spatio-temporal
skeleton graph convolution

We conducted an experiment to verify the usefulness of
spatio-temporal skeleton graph convolution in an eye contact
detection task.

In this experiment, we compared the two methods pre-
sented in Table II. In this experiment, we used the face and
torso of the body (6, 9, 12, 13, and 16 in Fig.5) as input
keypoints. The method used for comparison (1 frame) is the
same as that of Belkada et al. [7], which does not use a graph
representation of the skeleton and inputs all keypoints into a
fully connected neural network (FCN). The FCN consisted
of three layers. For each method, the cross-entropy loss and
AdamW [10] optimizer were used to train the model.

For each method, we performed eye contact detection
using only the skeletal information of a single frame and
using a sequence of skeletons of 10 frames. A single frame
FCN corresponds to the method proposed by Belkada et
al. [7]. In this experiment, we performed five trials with
different seeds, and compared the average accuracy.

The experimental results are shown in Table II. Compared
with the comparison method, the proposed method was more
accurate for both single and multiple frames of input. The
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TABLE III
COMPARISON OF ACCURACY BY FEATURES CONSIDERED (AVERAGE

ACCURACY OF 5 TRIALS)

Method Feature to use 1 frame 10 frames

Method 1 face only 85.6% 87.6%
Method 2 face + body 86.3% 87.6%
Method 3 face + body (torso only) 86.5% 88.6%
Method 4 face + body (torso + knees only) 86.4% 88.2%

proposed method achieved an 88.6% accuracy rate, compared
to 85.5% for the existing method(a single frame FCN).

C. Ablation study: examining the effectiveness of using the
face, body, and movement

The following experiment was conducted to evaluate the
effect of capturing time-series changes in facial and body
features.

In this experiment, we compared the four methods shown
in Table III. Method 1 was an eye contact detection method
using six keypoints on the face (0, 1, 2, 3, 4, and 5 in Fig. 5).
In contrast, Method 2 used 25 keypoints on the face and
body. Method 3 used only 11 keypoints of the torso (6, 9,
12, 13, and 16 in Fig. 5) and face. Method 4 used only
13 keypoints of the torso and knees (6, 9, 12, 13, 14, 16,
and 17 in Fig. 5) and face. For each method, we performed
eye contact detection using only the skeletal information of a
single frame and using a sequence of skeletons of 10 frames.
In this experiment, we performed five trials with different
seeds, and compared the average accuracy.

The experimental results are shown in Table III. For all the
methods, we confirmed that the correctness rate was higher
when 10 frames were used than when only a single frame
was used.

Compared with Method 1, which uses only the keypoints
of the face, Methods 2, 3, and 4, which add the body features,
showed an overall improvement in accuracy. In contrast,
compared to Method 2, which used all the keypoints of the
body, Method 3, which uses only the torso, and Method 4,
which uses only the torso and knees, improved the accuracy.

Method 3 with 10 frames of input had the highest accuracy
and also improved the accuracy by 3.0% over Method 1 with
a single frame of input.

V. DISCUSSION

A. Useful body features

As shown in the table of experimental results in Section
IV-C, Method 3, which included the torso of the body,
exhibited the highest accuracy. The accuracy of Method 3
was also higher than that of Method 2, which used the whole
body, and Method 4, which used the torso and both knees as
body features. One reason for this is that the positions of the
keypoints of the arms and legs vary significantly depending
on pedestrians’ gait conditions, which may have caused noise
when judging eye contact detection. Fig. 6 shows an example
of pedestrians whose eye contact was correctly determined

by Method 3, while they were incorrectly determined by
Methods 2 and 4. It may be observed that the positions of the
keypoints of these pedestrians were similar when focusing
on the face and torso. However, when we focus on the arms
and legs, the positions of the keypoints differ greatly among
walkers. In the case of the arms, the keypoint of the wrist
is higher than that of the elbow in (i) and (iii), whereas it is
lower in (ii). As for the legs, the right leg is forward in (i),
while the left leg is forward in (ii). In addition, the person
in (iii) had both legs together, which does not necessarily
correlate with eye contact. Therefore, we believe that only
the torso part is sufficient to consider the torsion of the body,
and data on the arms and legs are mainly regarded as noise.

B. Effectiveness of using graph

As shown in the table of experimental results in Section
IV-B, the proposed method with the graph is more accurate
than the comparative method without.

Fig. 7 shows an example of a pedestrian image (upper
body only) where eye contact was incorrectly determined
by the FCN method and correctly determined by the MS-
G3D method for a 10-frames sequence of skeletons as input.
In all these examples, the positions of the keypoints of the
face change because of turning around. The graph structure
explicitly represented the amount of change in the position
of each keypoint between frames because the convolution
was performed by connecting the same keypoints in the time
direction.

These results show that the proposed method, which uses
a graph structure, was able to capture the changes in motion
better than the existing method used for comparison.

C. Considerations for using a sequence of skeletons

As may be observed from the experimental results in
Section IV-C, the accuracy was higher when multiple frames
were input than when a single frame was input. In Method 3
(face + torso), Fig. 8 shows examples in which the presence
or absence of eye contact was incorrectly determined for a
single frame, but correctly determined for 10 frames (upper
body only). In the example in Fig. 8(i), it may be observed
that the presence of eye contact can be correctly determined
by capturing motion. Also, Fig. 8(ii) shows an example
in which skeletal estimation failed in some of the input
frames. In this way, we believe that the spatio-temporal
skeleton graph convolution of multiple frames improves
robustness against errors in skeletal estimation, in addition
to considering motion.

VI. CONCLUSIONS

In this study, we propose a method to detect eye con-
tact from a pedestrian using spatio-temporal skeleton graph
convolution, considering facial and body features and move-
ments. In the proposed method, the pedestrian image is
first extracted from the in-vehicle camera image using the
pedestrian detector, and the keypoint features are obtained
using the skeleton estimator. Then, a sequence of skeletons
is convolved with an adjacency matrix representing the graph
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(i) With eye contact (ii) With eye contact (iii) With eye contact
Fig. 6. Examples of correct eye contact detection when body features are focused only on the torso.

temporal

・・・

(i) With eye contact

temporal

・・・

(ii) With eye contact
Fig. 7. Examples of correct eye contact detection when using a graph

・・・

temporal

(i) An example of capturing sufficient motion.

・・・

temporal
(ii) An example of correct eye contact detection even if the

posture estimation fails partially
Fig. 8. Examples of correct eye contact detection when using a sequence of skeletons of multiple frames

structure and keypoint features to obtain spatio-temporal
features. The features thus obtained are used to determine
the presence or absence of eye contact.

We conducted an evaluation experiment using the PIE
dataset to verify the effectiveness of considering face, body,
and motion information, as well as the effectiveness of using
spatio-temporal skeleton graph convolution. The results of
these experiments indicated that eye contact detection is
possible even for pedestrians who are distant and whose
gaze is difficult to measure directly. The proposed method
achieved an 88.6% accuracy, compared to 85.5% for the
existing method (a single frame FCN).

Future work may include the investigation of keypoints
that are particularly important in determining the presence or
absence of eye contact, and the consideration of the context
surrounding the pedestrian such as the presence and location
of other vehicles and pedestrians and road environment such
as crosswalks.
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