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Abstract

We present a novel training method for recognizing traf-
fic sign symbols undergoing image degradations. In order
to cope with the degradations, it is desirable to use similarly
degraded images as training data. Our method artificially
generates these data from an original image in accordance
with the actual degradations. We experimentally confirmed
the usefulness of our method for the camera-based traffic
sign recognition.

1. Introduction

Technologies for supporting car drivers with car-
mounted cameras have gained attention in recent years.
Traffic sign recognition is one of the important tasks. The
two main issues in traffic sign recognition are detection and
classification. Various attempts have been carried out on
the detection of traffic signs. They detect signs using: edge
detection mask [1], hierarchical template [2], shape infor-
mation [3], and color information [4]. On the other hand,
relatively few studies have been conducted on the category
classification of extracted signs. Furthermore, most of them
are oriented mainly toward high-quality images [5]–[7]; few
studies have focused on low-quality images.

Our work focuses on the classification of low-quality
traffic sign symbols taken by a car-mounted camera. A dif-
ficult problem in classifying traffic sign symbols is image
degradation. In order to recognize symbols undergoing the
degradations, training data ought to be actually captured im-
ages in a similar condition. However, it is difficult and un-
realistic to collect all the training data under various condi-
tions.

In this paper, we propose a generative learning method
in which the training data are generated automatically in
accordance with the actual degradations. We define genera-
tion parameters corresponding to degradation factors; com-
bining these parameters produces a large variety of degra-
dations. Our method estimates parameter distribution from
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θx Rotation angle around x-axis
θy Rotation angle around y-axis
θz Rotation angle around z-axis
γ Gauss parameter of focus blur
b Motion blur strength
φ Motion blur orientation angle

∆ x Horizontal gap
∆ y Vertical gap
w Width of the segment area
h Height of the segment area
d Segmented image size

Figure 1. Parameters for the generation mod-
els.

actually taken images. For this purpose, we search for an
optimal generation parameter set from each image by Ge-
netic Algorithm (GA) [8].

This paper is organized as follows: Section 2 introduces
the generation parameters. In Section 3, the generative
learning method is introduced, and in Section 4, the Sub-
space method [9] for the recognition step is described. Re-
sults are presented in Section 5.

2. Degradation models

Training data are generated from an original image using
three generation models : rotation, blur, and segmentation.
These models are defined with the generation parameters
listed in Figure 1. The generation process from the original
image P0 to a generated image P4 is given below:

(a) Rotation
P1(x, y) = P0(x′, y′) (1)

[x′, y′, z′]t =
(
Rz(θz)Ry(θy)Rx(θx)

)−1 [x, y, 0]t

where Rx, Ry , and Rz denote the rotation matrices
around each axis.

(b) Blur

P2(x, y) = P1(x, y)∗
[ 1
2πγ2

exp
(
−x2 + y2

2γ2

)]
(2)
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Figure 3. Generation step.

P3(x, y) =
∫ 1

2

− 1
2

P2(x − bt cosφ, y − bt sin φ)dt (3)

(c) Segmentation

P4(i, j) =
∑

x,y∈D(i,j)
P3(x, y) (4)

D(i,j) =
{

(x, y)
∣∣∣∣ i

d + 1
w ≤ x − ∆x <

i + 1
d + 1

w,

j

d + 1
h ≤ y − ∆y <

j + 1
d + 1

h

}

3 Generative learning method

We propose a generative learning method which allows
us to generate various training data without actually collect-
ing them in various conditions. This method consists of an
estimation step (Figure 2) and a generation step (Figure 3).

3.1 Parameter estimation

Distribution of generation parameters are estimated from
the actual images, which is used to simulate degradations.
In order to estimate the distribution, the parameters for each

Table 1. Parameter identification algorithm.

M : Population size, G : Number of generations
Pc : Crossover rate, Pm : Mutation rate
Cp : Parents set, Cc : Children set
t : Vectorized taken image T
q : Vectorized generated image Q

1 initialize set Cp and its M chromosomes pi
2 do
3 for all pi ∈ Cp

4 generate qi from the original image of t with pi
5 calculate fitness si = qi · t
6 do
7 select chromosomes pa, pb by roulette selection
8 reproduce pa → p′

a, pb → p′
b

9 if Rand[0, 1) < Pc then cross p′
a with p′

b
10 add p′

a, p′
b to Cc

11 until |Cp| = |Cc|
12 for each chromosome pi of Cc

13 if Rand[0, 1) < Pm then
14 initialize one of the element of pi randomly
15 copy Cc → Cp

16 empty Cc

17 until generation reaches G
18 p̂ := pi with the largest fitness si

19 return p̂

image needs to be identified. A parameter vector p consists
of following generation parameters:

p = (θx, θy, θz, γ, b, φ, ∆x, ∆y, w, h). (5)

Let T be a taken image for the estimation, and Q be an
image generated from the original image of T with p. We
find the parameter set p̂ which maximizes the similarity be-
tween Q and T , and accept it as the generation parameters
of T . Table 1 describes the parameter identification algo-
rithm based on GA.

The parameter distribution is estimated from multiple p̂
identified from taken images. We assume normal distribu-
tion, hence an average vector µ and a variance-covariance
matrix Σ are obtained from multiple p̂ by

µ = E [p̂], (6)

Σ = E[
(p̂ − µ)(p̂ − µ)t

]
. (7)

3.2 Generation step

A parameter vector g which follows the estimated distri-
bution is generated by the following producing function:

g = Σ
1
2 r + µ (8)

where r denotes a vector consisting of standard normal ran-
dom numbers [10], and Σ

1
2 denotes the Cholesky decompo-

sition [11] of Σ. As illustrated in Figure 3, various parame-
ter vectors from this equation, and correspondingly, various
training data of all categories and sizes are generated.
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4 Recognition by the subspace method

4.1 Construction of a subspace

We employ the subspace method [9] in the recogni-
tion step. Let x

(c)
n,r (n = 1, · · · , N) be normalized vector

from category c’s training data whose size is r. The auto-
correlation matrix X(c)

r is computed by

X(c)
r =

[
x

(c)
1,r, · · · , x(c)

N,r

][
x

(c)
1,r, · · · , x(c)

N,r

]t

. (9)

Eigenvectors are derived from X(c)
r , of which e

(c)
l,r (l =

1, · · · , L) with the largest L (< N) eigenvalues are used
for the recognition.

4.2 Multiframe integration

The subspace method recognizes given images by com-
paring the similarities to subspaces. Yanadume et al.
demonstrated that integrating information from multiple
frames improves recognition accuracy [12]. We apply their
method to traffic sign symbols. Given M frames of the
same target, the recognition result of the target images ym

(m = 1, · · · , M) whose size is rm is obtained by,

ĉ = argmax
∑M

m=1

∑L

l=1
(e(c)

l,rm
· ym)2, (10)

4.3 Round sign detection

Here we briefly introduce an algorithm for detecting
round signs. The red circumference of a traffic sign is found
by the following discriminant function:

red(x, y) =




1


 −π

9 < H(x, y) < π
9

and 0.2 < S(x, y) ≤ 1
and 30 ≤ V (x, y) ≤ 255




0 otherwise

, (11)

where H, S, V represent the intensities in HSV color space
[13]. Round signs can be detected by matching a doughnut-
shaped structure. The area to be segmented is the smallest
square which includes the whole symbol region.

5 Experiment

We performed experiments using video data taken by a
car-mounted camera (Table 2). The number of categories
was twenty. Figure 4 illustrates the twenty traffic signs used
in Japan. The video data contained sixteen traffic signs:
two of no.2, six of no.4, three of no.5, three of no.12, and
two of no.20. We used one of the video streams containing
sign no.4 for parameter estimation, while the other fifteen

Table 2. Specification of the car-mounted
camera.

Product model Sony DCR-PC105
Resolution 720 × 480
Frame rate 30 fps
Focus length 3.7 mm

No.1 No.2 No.3 No.4 No.5 No.6 No.7

No.8 No.9 No.10 No.11 No.12 No.13 No.14

No.15 No.16 No.17 No.18 No.19 No.20

Figure 4. Traffic sign categories.
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Figure 5. Distribution of the traffic sign size.

videostreams were used as test data. Frames in which signs
were not detected were excluded from test data. Figure 5
shows the size distribution of segmented test data, and Fig-
ure 6 shows some examples of the test data.

Parameter distribution was estimated from 40 traffic sign
images (size 8–24). We applied the algorithm in Table 1
with M = 100, G = 100, Pc = 0.7, and Pm = 0.01.
Table 3 shows the average µ and the standard deviation
diag(Σ

1
2 ) of the estimated distribution.

For this experiment, we used a parameter producing
function in which Σ

1
2 was weighed on as

g = kΣ
1
2 r + µ. (12)

We compared five cases, where k = 1
4 , 1

2 , 1, 2, 4. When
k = 1, it is identical to the proposed method. We obtained
recognition results by equation (10) using ten successive
frames.

The average recognition rate of the proposed method
(k = 1) was 98.2%. This results demonstrates the effective-
ness of generating training data using the defined models.
The recognition rates according to the size of the segmented
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No.4 No.5 No.12 No.20

Figure 6. Test data.

Table 3. Estimated distribution.

µ diag(Σ
1
2 ) µ diag(Σ

1
2 )

∆x [cm] 2.08 1.16 θy [◦] −1.47 4.41
∆y [cm] 2.28 1.44 θz [◦] −4.97 1.77
w [cm] 38.3 1.97 γ 12.0 4.38
h [cm] 42.9 1.84 φ [◦] 11.5 49.2
θx [◦] 0.56 4.72 b [cm] 0.05 1.70

signs are presented in Figure 7 along with the results from
other ks. It is worthy of noting that it was the most appro-
priate case for recognizing signs taken in similar conditions
when k = 1. This result indicates that the GA-based esti-
mation successfully worked, and also exhibited the superi-
ority of the proposed method for small signs. Since most
of the available sign images are small as shown in Figure
5, the robustness to size reduction should be important for
real-world applications.

6 Conclusion

In this paper, we proposed a generative learning method
for recognizing traffic sign symbols. In order to simulate ac-
tual degradations, we defined degradation parameters, and
estimated the parameter distribution from taken images. We
experimentally proved the effectiveness of our method for
car-mounted cameras.

The proposed method is applicable for any sign by com-
bining it with other detection methods [1]–[7]. As to fu-
ture research, the effectiveness of the method under various
weather conditions should be evaluated.
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