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Abstract—In recent years, pedestrian detection from an in-
vehicle camera has been attracting attention. However, in the
case of a raining situation, the detection accuracy decreases
because the head of a pedestrian tends to be occluded by an
umbrella. In oder to handle such cases, in this paper, as a varia-
tion of the Deformable Part Model (DPM) which is widely used
in the field of object recognition, we propose “Parts Selective
DPM (PS-DPM)” which selectively chooses the original part
filters and additional part filters trained independently. In the
detection of pedestrians possessing an umbrella, the selection of
head and umbrella parts will make pedestrian detection more
robust to the occlusion. We conducted experiments to evaluate
the performance of the proposed method. As a result, pedestrian
detection with the proposed PS-DPM achieved high detection
accuracy in rainy weather, compared with the detection by
the conventional DPM. Moreover, we confirmed that it did not
decrease the pedestrian detection accuracy in fine weather.

I. INTRODUCTION

In recent years, technology for autonomous vehicles is
being developed. Recognition of the surrounding environ-
ment of a vehicle is becoming one of the most indispens-
able functions for developing an autonomous vehicle, where
pedestrian detection plays an important role to avoid serious
accidents. Rainy weather is a critical and difficult condition
since the braking distance of a vehicle increases due to
the wet road surface. In addition, it is sometimes difficult
for pedestrians themselves to notice an approaching vehicle
because their field of view is narrowed by an umbrella.
Therefore, pedestrian detection in rainy weather is more
important than that in fine weather. However, most researches
focus on the pedestrian detection in fine weather, and rainy
weather has not been considered much. As seen in Fig. 1,
pedestrians will have different appearances in fine weather
and in rainy weather. As shown in Fig. 1(b), since an
umbrella occludes the head of a pedestrian, the detection
becomes difficult. To overcome this problem, the proposed
method in this paper tries to improve the accuracy of pedes-
trian detection in rainy weather by considering differences of
pedestrian appearance due to personal possessions, especially
an umbrella.
Recently, various object detection methods have been de-

veloped, and most of them make use of the statistical learning
framework [1]–[9], [17]. Among them, the Deformable Part
Model (DPM) is widely used since it can deal with various
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(a) In fine weather (b) In rainy weather

Fig. 1. Appearances of pedestrians in fine weather and in rainy weather.

poses of the detection target and its code is publicly avail-
able [13]. However, a pedestrian in rainy weather is often
occluded by an umbrella. Therefore, if detection is performed
by DPM trained with pedestrians who do not possess an
umbrella, the number of oversighted pedestrians will increase
in rainy weather in comparison with fine weather. Some re-
search groups have proposed methods that train the model of
the detection target by training samples including occlusion.
For example, Tang et al. proposed a double person detector
that detects two persons at the same time by learning the
overlap between people by DPM [11]. This method achieved
accurate detection in crowded situations that conventional
detectors could not cope with. However, the performance
of this method degrades when it is applied for individual
detection [15]. Pepik et al. proposed a method that can de-
scribe the relationship between “a hiding object (occluder)”
and “a hidden object (occludee)” [15]. This method shows
that accurate detection can be obtained by considering the
occlusion which occurs frequently in certain circumstances.
In this method, clustering is applied for training samples to
the obtained occlusion patterns. Then, the model representing
each occlusion pattern is generated. Although this method
can represent various occlusion patterns, a huge number
of object models needs to be constructed for representing
various occlusion patterns.
Therefore, this paper proposes a method to improve the

detection accuracy by finding the optimal combination of
parts that can deal with various occlusion patterns.
The contributions of this paper are as follows:
• Introduction of a parts selection mechanism into the
DPM model structure to cope with parts-wise occlusion.

• Proposal of a flexible model structure that can add new
parts trained independently.

In Section II, the idea of “Parts Selective DPM (PS-
DPM)” is introduced. Then, Section III explains the detailed
implementation of detection of pedestrians possessing an
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Fig. 2. Model structure of DPM.

umbrella using PS-DPM. Section IV gives experimental
results and discussions. Finally, this paper is concluded in
Section V.

II. OVERVIEW OF PARTS SELECTIVE DPM
The proposed Parts Selective DPM (PS-DPM) is designed

as a model that can treat the detection of non-occluded
target and occluded target in the same framework by finding
the optimal combination of parts adaptively to the presence
or absence of occluders. In this section, first, the object
detection with the conventional DPM [1] is described. Next,
we introduce the proposed PS-DPM. Then, the application
of PS-DPM for pedestrian detection in rainy weather is
described.

A. Object Detection with DPM
Figure 2 shows an example of the model structure of

the conventional DPM. DPM consists of a set of filters
P = {p0, p1, ..., pn}, where p0 is a root filter representing
the rough shape of an object, and pi (i = 1, ..., n) are part
filters representing the local structures of the object. Each
filter pj (j = 0, ..., n) is composed of a function φj that
extracts a feature vector from the local image patch and
a weight vector F j for controlling the importance of the
feature vector. Based on these notations, pj is represented
as pj = (φj ,F j). In addition, a part filter is composed of a
part position vi relative to the root filter and a deformation
cost di. Finally, the score of DPM at position x0 = (x0, y0)
is calculated by

α(P,x0) = F 0 · φ0(x0) (1)
+
∑

pi∈P\{p0}
max
Δx

{
F i · φi(x0 + vi +Δx)− di · θd(Δx)

}
+ b,

where the first term is the response of the root filter, and
the second term is the sum of the responses of part filters
subtracted by the deformation cost. Here, “ · ” represents
the inner product, b, a bias term, Δx = (Δx,Δy), and the

Fig. 3. Concept of the proposed Parts Selective DPM applied to a
pedestrian.

deformation from the trained part position vi. Finally, the
response of each part filter is obtained by finding Δx where
the score takes the maximum value. θd(Δx) is represented
as

θd(Δx) = (Δx,Δy, (Δx)2, (Δy)2)T . (2)

The deformation cost di is a weight vector for θd(Δx).
According to di and the distance from vi, the detection score
is penalized.

B. Parts Selective DPM
In Eq. (1), the score of DPM is calculated by summing

the responses of all filters. However, when a detection target
is partially occluded, poor responses are obtained from part
filters corresponding to the occluded part. To avoid this
problem, the proposed method selectively uses part filters
that can represent the model appropriately, and tries to
remove the effect from poor part filters. In the proposed
method, part filters of P are divided into two groups as

Pf = {p0, pf1 , ..., pfk}, Ps = {ps1 , ..., psl},
(|P| = |Pf |+ |Ps| = k + l + 1),

where Pf is a set of part filters that must be used for
the score calculation, and Ps is a set of part filters that
can be selectively used. Here, the root filter p0 is always
included in Pf . Part filters can be arbitrary split into the two
groups by the user. To introduce the proposed parts selection
mechanism, Eq. (1) is rewritten as

α′(P,x0) = α(Pf ,x0) + max
p′∈P(Ps)

γ(p′,x0), (3)

γ(p′,x0) = (4)∑

pi∈p′
max
Δx

{F i · φi(x0 + vi +Δx)− di · θd(Δx)},

where α(Pf ,x0) is calculated by Eq. (1), and
max

p′∈P(Ps)
γ(p′,x0) is the term for selecting the highest

scoring combination of part filters from P(Ps). Note that
P(Ps) is the power set of Ps excluding the empty set. For
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Fig. 4. Procedure of the proposed method.

instance, if Ps is a set consisting of three parts (l = 3),
P(Ps) can be written as

P(Ps) = {{ps1}, {ps2}, {ps3}, {ps1 , ps2}, {ps1 , ps3},
{ps2 , ps3}, {ps1 , ps2 , ps3}}.

In the case of pedestrian detection in rainy weather, since
pedestrians will possess an umbrella, their heads will have
a high chance to be occluded by the umbrella. This will
result in poor responses from part filters corresponding to
the head. Therefore, the proposed method constructs an
additional part filter pu representing the umbrella, and puts it
into the set of selectable parts set Ps. Thus, Ps = {ph, pu}.
Parts selection in the proposed method is performed only
for the head part filter ph and the umbrella part filter pu.
Therefore, the proposed method calculates responses of ph
and pu, and selects the best scoring combination of parts
among P(Ps) = {{ph}, {pu}, {ph, pu}}. All parts without
the head and the umbrella are always used. The concept of
the pedestrian model in the proposed method is shown in
Fig. 3.

III. APPLICATION OF THE PS-DPM FOR DETECTING
PEDESTRIANS POSSESSING AN UMBRELLA

In this section, we will describe the application of the
proposed PS-DPM for detecting pedestrians possessing an
umbrella. First, a general pedestrian model is constructed
by the conventional DPM. Next, a part filter that represents
umbrellas is trained by training samples of pedestrian pos-
sessing an umbrella. Then, the umbrella part filter is added to
the model. Finally, detection is performed on test images by
using the umbrella filter and the head part filter, selectively.
The procedure of the proposed method is shown in Fig. 4.

Fig. 5. Examples of the annotation for an additional part filter.

A. Training of a general pedestrian model
In this step, a general pedestrian model is trained by

the conventional DPM framework [1], [12]. Note that this
model is trained by all training samples no matter whether
a pedestrian possesses an umbrella or not.

B. Training of a umbrella part filter
In this step, an umbrella part filter is trained and added

to the general pedestrian model. To add a part filter, it
is necessary to learn the following parameters: filter size
(w, h), weight vector F u, part location vu, and deformation
cost du. By annotating the part location for the training
samples, the shape of the additional part can be explicitly
trained. Figure 5 shows examples of the training samples
of pedestrians possessing an umbrella. The rectangle with a
solid line represents the detection target (pedestrian), and that
with a dashed line represents the additional part (umbrella,
in this case).
The filter size (w, h) of the additional part filter is cal-

culated by taking the average of all the annotated locations.
Then, all the training samples are resized to the above filter
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TABLE I
COMPARISON OF DATASETS
Number of Image size Number of Number of pedestrians

Dataset Weather images [pixels] pedestrians possessing an umbrella
Training dataset Rainy 1,673 960× 720 1,857 1,763 (95%)
Test dataset Rainy 950 640× 480 1,280 845 (66%)
Daimler dataset [16] Sunny 7,656 640× 480 2,452 0 ( 0%)

Test image

Extract 

feature map

Calculate 

response of each filter

Select 

parts combination

Result

Fig. 6. Procedure of pedestrian detection with the proposed Parts Selective
DPM.

size, and the weight vector F u is obtained through the
training of linear SVM. The part location vu = (x̄, ȳ) is
calculated as the average of the umbrella positions (x, y)
relative to the pedestrian in each training sample. As the
deformation cost du for θd(Δx), the proposed method uses
the variances σx, σy of the additional part position (x, y). In
detail, du · θd(Δx) for the additional part filter is calculated
by N(x̄, σx)N(ȳ, σy).

C. Pedestrian detection with PS-DPM
Figure 6 shows the detection flow of the proposed method.

First, as in the conventional DPM, the proposed method
computes HOG feature maps from a test image. Next,
responses of all filters are calculated using feature maps.
Finally, the score of each detection window is calculated by
Eq. (3) which selects the optimal combination of part filters
from P(P ′

s) = {{ph}, {pu}, {ph, pu}}.
IV. EXPERIMENTAL EVALUATIONS

To confirm the effectiveness of the proposed method for
the detection of pedestrians possessing an umbrella, we
conducted experiments using in-vehicle camera images taken
in rainy weather as the test dataset. In addition, to confirm
the effectiveness of the proposed method for the detection
of general pedestrians, the proposed method was evaluated
by using in-vehicle camera images taken in fine weather,
too. In these experiments, Person Grammar Model [12] was
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Fig. 7. Detection accuracy (Test dataset)

used as the model structure of DPM. The proposed PS-
DPM added the umbrella part filter pu into this model. Here,
umbrella part filter pu was trained in three aspect ratios. As a
comparison method, Person Grammar Model trained with the
training samples of person class in the PASCAL VOC 2007
Dataset [10] and the training dataset described in Section III-
A was prepared.

A. Datasets
In these experiments, we prepared two in-vehicle camera

image sequences captured in rainy weather. One image
sequence was used as the dataset for training the umbrella
part filter, and the other one was used as the test dataset.
As for the evaluation against fine weather, the proposed
and the comparison methods were evaluated by Daimler
Mono Pedestrian Detection Benchmark Dataset [16]. Table I
summarizes the details of these datasets.

B. Results and Discussions
A detected bounding box bd was considered as positive

when it overlapped with the corresponding ground truth bg .
We evaluated each detected bounding box by the following
equation:

|bd ∩ bg|
|bd ∪ bg| ≥ 0.5, (5)
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where | · | represents the number of pixels in an area.
Free-response Receiver Operating Characteristic (FROC)

curves were drawn for the evaluation. Figure 7 shows FROC
curves of the proposed and the comparison methods by
changing the threshold of the detection score. Here, x and
y axes of this graph are detection rate and False Positives
Per Image (FPPI), respectively. Since in this graph, higher
detection accuracy is obtained when the curve becomes
closer to the upper left corner, we can see that the proposed
method showed superiority over the comparison method.
Figure 8 shows examples of detection results (FPPI = 0.1)
by the proposed and the comparative methods. In these
figures, the red rectangles indicate detected bounding boxes
of pedestrians, and the blue rectangles indicate part filters
selected for the detection. As seen here, the proposed method
could detect pedestrians possessing an umbrella correctly
even if their heads were occluded by an umbrella. From
these results, we confirmed that the adaptive parts selection
mechanism of the proposed PS-DPM contributed to improve
the detection accuracy of pedestrians possessing an umbrella.
Meanwhile, Fig. 9 shows the detection accuracy when

applying both methods to Daimler’s fine weather dataset. We
can see that the two curves are almost overlapped. Figure 10
shows examples of detection results (FPPI = 0.1) by the
proposed and the comparative methods. From these figures,
we confirmed that the detection accuracy does not decrease
even if the proposed method was applied to pedestrians that
do not possess an umbrella.
From this result, we can say that the proposed PS-DPM is

useful for improving the detection accuracy in rainy weather
while keeping its performance in fine weather.

V. CONCLUSION
This paper proposed Parts Selective DPM (PS-DPM) for

detecting pedestrians possessing an umbrella. By introducing
the optimal parts selection mechanism into DPM, the pro-
posed method could find the appropriate combination of parts
for detecting pedestrians. From the experimental results, we
confirmed the superiority of the proposed method over the
conventional DPM, especially for detecting pedestrians in
rainy weather, while keeping its performance in fine weather.
Future works include extension of the proposed PS-DPM

to cope with scale change of parts, consideration of other
personal possessions such as bags, experiments with larger
variations of data, and real-time processing of the detection.
In addition, we would like to introduce our ideas to Deep
Learning based pedestrian detection techniques [8], [17].
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Fig. 8. Examples of pedestrian detection results (Test dataset).
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