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Abstract— In this paper, we propose a method to construct
an accurate traffic sign detector with a small number of manual
interactions. When using a statistical learning approach, a huge
number of training samples should be prepared for constructing
an accurate detector. However, in a real environment, traffic
signs have various appearances, and their backgrounds vary
widely, too. Therefore, it is very difficult and expensive to
manually collect all possible views. Co-training is one of the
semi-supervised learning techniques, that can collect training
samples efficiently and automatically by using multiple classi-
fiers. In this paper, we employ this approach for improving
the accuracy of a traffic sign detector with low cost. The
main contributions of this paper are the extension of the co-
training method by introducing a majority voting scheme, and
the introduction of this framework for improving the accuracy
of traffic sign detection. By using this voting type co-training,
the proposed method gathers traffic sign samples automatically
and accurately, and improves the performance of the traffic
sign detector. Experimental results showed that the proposed
method improved the accuracy of the detector with a maximum
F-measure of 0.95 from 0.72.

I. INTRODUCTION

Most traffic accidents are caused by drivers’ oversight of
important objects such as pedestrians, traffic signs, traffic
signals, and so on. Inattention and misjudgment of a driver
are factors to induce such situations. One of the solutions
to prevent these accidents is to provide information on the
surrounding environment to a driver when driving a vehicle.
Understanding the surrounding environment by a computer
is an important technology to realize such a solution. From
this point of view, object detection and recognition from in-
vehicle camera images have been widely studied, e.g. for
pedestrians [1], traffic signs [2], and other targets. Since
traffic signs provide important information for safety driving,
this paper focuses on traffic sign detection from in-vehicle
camera images.

Traffic sign detectors should work in real-time, because it
will be used when driving a vehicle. In addition, it should be
accurate in order to provide reliable information to drivers.
Therefore, various traffic sign detection methods have been
proposed [2][3][4]. One of the state-of-the-art methods uses
an extended version of the cascaded AdaBoost classifier
proposed by Viola et al. [5], which is commonly used
for face detection. Bahlmann et al. used this approach for
traffic sign detection [2]. However, this approach requires
a large number of training samples of traffic signs with
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Fig. 1. Example of various appearances of traffic signs.

various appearances to obtain higher performance. They
manually prepared training samples to construct a traffic
sign detector. However, various backgrounds exist around
the traffic signs in a real environment, such as sky, trees,
buildings, and so on. In addition, as seen in Fig. 1, traffic
signs have various appearances caused by angle change,
fading, different lighting conditions, and so on. Therefore, it
is nearly impossible to manually collect all possible views.

One of the solutions for this problem is to employ a gen-
erative learning approach. Doman et al. proposed a method
to construct a traffic sign detector based on this approach to
collect training samples without manual intervention. This
method constructs the appearance model of traffic signs, and
various training samples are generated from a small number
of images by simulating various appearances of traffic signs.
However, it is difficult to construct appropriate models for
all possible appearances. In addition, it is difficult to adjust
parameters to generate traffic signs observed in a real en-
vironment. On the other hand, there are methods to obtain
traffic sign images automatically from real in-vehicle camera
image sequences. Deguchi et al. proposed an approach to
gather traffic sign samples by retrospective tracking [6].
However, this approach may collect inappropriate samples if
tracking of a traffic sign fails, which will cause degradation
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Fig. 2. Target traffic signs.

of the accuracy of the classifier.
To solve the above problems, in this paper, we propose a

method to construct an accurate traffic sign detector based
on semi-supervised learning. One of the common techniques
of semi-supervised learning is self-training [7]. This method
labels unlabeled samples using a classifier trained by a small
number of labeled samples, and re-trains it by adding newly
labeled samples. By iterating this process, the number of
labeled samples increases, and subsequently, the accuracy of
the classifier is expected to improve. This method can be
easily applied to various tasks that need to train classifiers.
However, there is a problem that the method may fail in the
early stages of the iteration because of the low accuracy of
the classifier. Moreover, this method labels only samples that
the classifier can already classify.

To overcome these problems, Blum et al. proposed the
co-training approach for Web page classification [8]. This
approach labels samples by using several features extracted
from samples. Each feature is used to construct a different
classifier. As a result, it can construct multiple classifiers with
different properties. Similar to self-training, each classifier
is utilized to identify unlabeled samples. Then, this method
uses the newly labeled samples to update each classifier. By
iterating the training and labeling processes, the number of
labeled samples increases gradually, and the performance
of the classifier is expected to improve. Roth et al. used
the co-training approach and improved the performance of a
pedestrian detector [9].

In this paper, we propose a framework that automatically
collects training samples from in-vehicle camera images. The
main contributions of the framework are:

1) Improvement of the performance of a traffic sign
detector by introducing the co-training approach.

2) Introduction of a majority voting scheme to the co-
training.

The traffic signs considered in this paper are regulatory
signs in Japan shown in Fig. 2.

This paper is organized as follows: Section II describes the
details of the proposed method. Then, we verify the proposed

method by experiments shown in section III, and discuss the
results in section IV. Finally, we summarize this paper in
section V.

II. A TRAFFIC SIGN DETECTOR BASED ON
VOTING TYPE CO-TRAINING

The proposed method consists of three steps: (a) candi-
dates extraction, (b) majority voting, and (c) construction of
a traffic sign detector. In step (a), a classifier is used to extract
rectangular regions from in-vehicle camera images as traffic
sign candidates. Next, in step (b), multiple classifiers are
used to identify the candidates and determine whether they
should be added to the training samples. In step (c), one of
the classifiers is used to construct the traffic sign detector.
Fig. 3 shows the process flow of the proposed method.

The proposed method uses multiple (N , in the following)
types of classifiers, such as Gentle AdaBoost classifier, SVM
classifier, and so on. In addition, these classifiers use several
types of image features, such as Multi-Block LBP (Local
Binary Pattern), HSV histogram, and so on. The proposed
method divides these classifiers into a single primary clas-
sifier and multiple secondary classifiers. In the following,
the primary classifier is expressed as H1, and the secondary
classifiers are expressed as H2 ∼ HN . Since the primary
classifier H1 is used for the actual traffic sign detection,
while the others are only used for re-training, H1 should
be faster than the others. On the other hand, the secondary
classifiers need not be so fast. Therefore we can use various
classifiers without considering their speed too much. This
approach is taken since the use of multiple classifiers at
the same time is computationally expensive for the actual
detection. These classifiers are trained with feature vector yi

which is extracted from an image x as

yi = fi(x), (1)

where fi is a feature extraction function for classifier Hi. In
addition, Hi returns 1 if x corresponds to a traffic sign, and
otherwise returns 0.

The following sections describe the details of the proposed
method. Section II-A introduces the process flow of the
classifier construction. Next, section II-B introduces the
process of the traffic sign detection.

A. Process flow of the classifier construction

Here, we use V as a pool for labeled traffic sign images,
and U for candidates. In addition, W is a temporary pool
for labeled traffic sign images.

STEP 1. Gathering initial labeled samples
A small number of traffic sign images are gathered

from in-vehicle camera images, and added to V . These are
obtained by manually specifying clipping rectangles in the
images.

STEP 2. Training of initial classifiers
Initial classifiers are trained using the traffic sign images

in V .
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Fig. 3. Process flow of the proposed method.

Fig. 4. Step-by-step example of the traffic sign detection process.

STEP 3. Capturing in-vehicle camera images

When driving a vehicle, in-vehicle camera images
are captured. They are used in the following candidates
extraction step.

STEP 4. Candidates extraction

Candidates of traffic signs are extracted from in-vehicle
camera images obtained in STEP 3 by using the primary
classifier H1. Here, the threshold for detecting traffic signs is
adjusted to obtain a high recall rate. Therefore, various traffic
sign candidates including false alarms are extracted. Details
of the detection method are explained in section II-B. The
detected regions are added to U as candidates of traffic signs.

STEP 5. Majority voting

The candidates extracted in STEP 4 are labeled by ma-
jority voting of the classifiers. Here, each classifier Hi

(i = 1, · · ·, N) classifies the candidates in U by using image
feature yi. Then, the proposed method selects candidates that
majority of classifiers classify them as a traffic sign, and adds

them to W as

W =

{
x

∣∣∣∣∣ x ∈ U ,
N∑
i=1

Hi(yi) ≥
N

2

}
. (2)

Then, V is updated as

V ← V ∪W. (3)

STEP 6. Re-training of classifiers
All the classifiers H1 ∼ HN are re-trained by using V .

Then, return to STEP 3.

By iterating the above STEP 3 ∼ STEP 6, the number
of labeled samples increases, and the accuracies of the
classifiers are expected to improve.

B. Traffic sign detection

The proposed method detects traffic signs by using the
primary classifier H1. Figure 4 shows a step-by-step example
of the process flow for the traffic sign detection. The traffic
sign detector scans the input image by changing the scale
and the position of the detection window. Features yi are
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TABLE I
COMBINATION OF CLASSIFIERS AND IMAGE FEATURES.

Gentle AdaBoost (H1) Subspace (H2) SVM (H3)
Comparative 1 (vote) Multi-Block LBP — —
Comparative 2 (OR) Multi-Block LBP Normalized RGB HSV histogram
Proposed (vote) Multi-Block LBP Normalized RGB HSV histogram

TABLE II
RESULTS OF THE PROPOSED METHOD (N = 3).

H
(0)
1 H

(1)
1 H

(2)
1 H

(3)
1 H

(4)
1 H

(5)
1

Precision 0.979 0.971 0.960 0.939 0.941 0.919
Recall 0.577 0.877 0.910 0.947 0.963 0.967
F-measure 0.724 0.922 0.934 0.943 0.952 0.942
Number of samples in V 20 733 1,663 2,622 3,850 5,936

extracted from each detection window x. Here, a function
f1. is used for feature extraction. Then, H1 classifies the
detection window by using the features. Finally, the detected
windows are merged by applying Mean Shift Clustering [10].
Here, a threshold for detecting traffic signs by H1 is adjusted
to balance the precision and recall rates. This threshold is
automatically determined in the training step for H1.

III. EXPERIMENT

In this section, we evaluate the accuracy of the classifier
constructed by the proposed method. Section III-A describes
the experimental conditions. Section III-B describes the
experimental procedures. Finally, experimental results are
reported in section III-C.

A. Experimental conditions

1) Dataset: We prepared 6,870 in-vehicle camera images
containing at least one traffic sign. 3,907 (= 736 + 768 + 757
+ 772 + 874) of them were divided into five sets: S(1) ∼
S(5), and used in order to construct the classifiers in each
iteration. On the other hand, 2,963 of them were used for the
evaluation of the detector. Furthermore, we prepared 180 in-
vehicle camera images with no traffic sign to extract negative
samples. Here, the size of in-vehicle camera images was 640
× 480 pixels.

2) Classifiers: In this experiment, we used three types
of classifiers: Gentle AdaBoost classifier [11], subspace
classifier, and SVM classifier [12]. In addition, we used three
types of image features: Multi-Block LBP [13], normalized
RGB, and HSV histogram. The combinations of classifiers
and features are shown in Table I. Here, Gentle AdaBoost
classifier was constructed by the multi-exit cascade frame-
work [14] to obtain faster detection. The primary classifier
H1 used the combination of Gentle AdaBoost and Multi-
Block LBP [13] in all cases.

To confirm the effectiveness of the proposed method, we
compared the following three methods: (1) the proposed
method using three different classifiers, (2) the compara-
tive method 1 using only the primary classifier, and (3)
the comparative method 2 using all traffic sign candidates
obtained by the classifiers without majority voting. Here,

the combination of classifiers and features for comparative
method 2 was the same as that of the proposed method.

B. Experimental procedure

1) Evaluation: The detected windows were compared
with ground-truth data labeled manually. If the overlapped
ratio was greater than or equal to a threshold, the detection
was considered as correct. We evaluated the performance
of the detectors by precision, recall rates, and F-measure
calculated from the detection results.

2) Experimental setup:
• 20 traffic signs were extracted randomly as initial sam-

ples, and used commonly in all the experiments.
• The size of the detection window was 15× 1.25k (k =

0, · · ·, 10) pixels square.
• S(1) ∼ S(5) were used to construct the detectors H(0)

1 ∼
H

(5)
1 .

• H
(0)
1 was a detector constructed as the initial primary

classifier.
• H

(j)
1 was a detector constructed after gathering samples

from S(j).
• S(j) (j = 1, · · ·, 5) were used only once for the

construction of H(j)
i .

C. Results

Table II shows the results of the proposed method. Figure 5
shows the performance comparison between the proposed
and the comparative methods. Here, the horizontal axis
indicates the number of iterations during training. In addition,
Fig. 6 shows the examples of the detection results using the
proposed method.

From Table II, we can see that the number of traffic
sign samples increased from 20 to 5,936. Together with the
increase, F-measure increased from 0.72 to 0.95. On the
other hand, Fig. 5 shows that comparative method 1 obtained
0.90 in F-measure. However, the F-measure of comparative
method 2 decreased greatly. Actually, as seen in this figure,
the results of comparative method 2 could not continue
the re-training process after the third iteration due to low
accuracies of the classifiers.

The computation time of the proposed method was:
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(a) Precision rate

(b) Recall rate

(c) F-measure

Fig. 5. Comparison of the performance of the detectors H
(0)
1 ∼ H

(5)
1

constructed by the proposed method and the comparative methods in
precision, recall rates and F-measure.

• Candidate extraction: 787 msec. / frame.
• Majority voting: 0.075 (H1), 7.08 (H2), and 14.0 (H3)

msec. / candidate.
• Traffic sign detection: 18.9 msec. / frame.

IV. DISCUSSIONS

As seen from the results described above, the proposed
method could significantly improve the accuracy of the
classifier. In addition, the recall rate increased gradually
according to the iteration of the training process. From
this result, we confirmed that the proposed method could
construct a traffic sign detector that can detect traffic signs
with various appearances.

On the other hand, comparative method 1 could not
improve the accuracy in comparison with the proposed
method (0.9 at maximum). Therefore, the introduction of
co-training using several types of classifiers was effective
for the performance improvement.

Meanwhile, the accuracy decreased by comparative
method 2. This is because incorrect samples were gathered.
In the proposed framework, gathering of incorrect samples
leads to gathering more incorrect samples in the next it-
eration, which causes a negative cycle of the performance
degradation. The proposed method prevented this problem
by employing the majority voting scheme. However, the
proposed method also gathered a few incorrect samples, and
the precision rate decreased slightly. Therefore, incorrect
samples must be rejected as much as possible to obtain
further improvement. One way to realize this is majority
voting with a larger variety of classifiers. We intend to do
this in our future work.

V. CONCLUSIONS

In this paper, we proposed a method that collects traffic
sign samples automatically to improve the performance of
a traffic sign detector. The proposed method used several
types of classifiers and image features. In addition, an
extended version of co-training was used to gather training
samples more accurately. Experimental results showed that
the proposed method improved the accuracy of the traffic
sign detector (F-measure of 0.95 at maximum from 0.72).
Future work includes: (1) improvement of the accuracy of
the collected samples, (2) evaluation of the method with a
larger dataset, and (3) majority voting with a larger variety
of classifier combinations.
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